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Abstract—We consider a multi-cell multiple-input multiple-
output (MIMO) full-duplex (FD) system, where multiple FD
capable base-stations (BSs) serve multiple mobile users operating
in FD mode. The self-interference at the BSs and users, and
co-channel interference (CCI) between all the nodes (BSs and
users) in the system are both taken into account. We consider
the transmit and receive filter design for sum-rate maximization
problem subject to sum-power constraints at the BSs and individ-
ual power constraints at each user of the system under the limited
dynamic range considerations at the transmitters and receivers.
By reformulating this non-convex problem as an equivalent multi-
convex optimization problem with the addition of two auxiliary
variables, we propose a low complexity alternating algorithm
which converges to a stationary point. Since this sum-rate
maximization results in starvation of users in terms of resources
depending on the power of the self-interference and CCI channels,
we modify the sum-rate maximization problem by adding target
data rate constraints on each user, and propose an algorithm
based on Lagrangian relaxation of the rate constraints.

Keywords—Full-duplex, MIMO, multi-cell, self interference,
transceiver designs.

I. INTRODUCTION

IN current half-duplex (HD) cellular systems, uplink (UL)
and downlink (DL) channels are designed to operate in

either separate time slots or separate frequency bands, result-
ing in inefficient usage of the radio resources. Full-duplex
(FD) systems, which enable simultaneous transmission and
reception at the same time in the same frequency band, have
recently gained considerable interest, e.g., for their potential
to improve spectral efficiency of the next generation wireless
communication systems [1]-[5].

The introduction of FD base-stations (BSs) introduce not
only self-interference, but also co-channel interference (CCI)
from UL users to DL users. FD communication has been
investigated for single cell systems in [6]-[8]. However the
authors in [6]-[8] ignore several fundamental impediments of
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FD systems, i.e. transmitter and receiver distortion caused by
non-ideal amplifiers, oscillators, analog-to-digital converters
(ADCs), and digital-to-analog converters (DACs), etc. [9] and
thus several system parameters were ideally assumed.

In this paper, we consider a multi-cell FD multiple-input
multiple-output (MIMO) scenario where FD capable BSs com-
municate with mobile users operating in FD mode at the same
time slot over the same frequency band. In addition to self-
interference channel at the BSs and users, the CCI between
all the nodes in the system is also taken into account, which
increases the difficulty of the optimization problem further. The
sum-rate maximization problem for this system subject to sum-
power constraints at the BSs and individual power constraints
at each user of the system is studied under the practical FD
impairments.

By introducing two auxiliary variables, the non-convex sum-
rate maximization problem is reformulated as an equivalent
multi-convex problem [10], [11], and a low complexity algo-
rithm that converges to a stationary point is developed. In [8]
and [12], sum-rate maximization problem in FD single-cell
MIMO systems has been considered, where the relationship
between weighted-sum-rate and weighted minimum-mean-
squared-error (WMMSE) problems [13], [14] is exploited to
solve the sum-rate maximization problem. Different from [8],
[12], where this relationship only holds when the receivers em-
ploy minimum-mean-squared-error (MMSE) receive filter, the
proposed algorithm in this paper exploits the same relationship
under any kind of receive filters. Moreover, the introduction
of auxiliary variables makes the domain of the problem larger
than the domain of the WMMSE approach [8], [12], and thus
the proposed solution always achieves equal or higher sum-rate
than WMMSE algorithm.

Moreover, the works [6]-[8] and [12] consider the sum-
rate maximization problem in a single-cell FD system without
rate constraints, which generally results in an unfair resource
allocation. Users with favorable link conditions get most of the
resources, whereas the other users are deprived of resources.
For example, as shown in [6], [15], as the self-interference
power increases, all the resources are devoted to downlink
(DL) system to maximize the sum-rate, and uplink (UL) users
are not served. Therefore, to introduce fairness, we include
data rate constraints as a quality-of-service (QoS) constraint,
and solve the problem of sum-rate maximization subject to
data rate and power constraints by exploiting the Lagrangian
relaxation of the rate constraints [16].

Simulation results demonstrate that for both single and
multi-cell small-cell systems, the sum-rate achieved by the
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FD mode is higher than that of baseline HD scheme as the
capability of current self-interference cancellation schemes is
efficient, which shows that FD is a promising technique to
improve the spectral efficiency of small cell wireless commu-
nication systems.

A. Notations
Before proceeding, we would like to introduce notation used

in the following. Matrices and vectors are denoted as bold
capital and lowercase letters, respectively. (·)T is the transpose;
(·)H is the conjugate transpose; E {·} means the statistical
expectation; IN is the N by N identity matrix; 0N×M is the N
by M zero matrix; tr(·) is the trace; Cov{·} is the covariance;
|·| is the determinant; diag (A) is the diagonal matrix with
the same diagonal elements as A, [A]nn denotes the nth row
and nth column of matrix A. CN

(
µ, σ2

)
denotes a complex

Gaussian distribution with mean µ and variance σ2. CN×M

denotes the set of complex matrices with a dimension of N by
M . ⊥ denotes the statistical independence. (x)+ = max (x, 0).

II. SYSTEM MODEL

In this section, we describe the system model of a multi-cell
MIMO system consisting of FD BSs and FD users as seen
in Fig. 1. In addition to well-known interference sources in
traditional multi-cell HD systems, i.e., from UL users to BSs
and from BSs to DL users, incorporating FD empowered BSs
and users to traditional HD cellular systems introduces new
sources of interference due to simultaneous transmission and
reception at all the nodes in the system, 1) the self-interference
at each FD BSs and users, 2) the interference among adjacent
BSs, i.e., inter-BS interference, 3) CCI among the all users in
all cells.

We consider a K cell FD system, where BS k, k = 1, . . . ,K
is equipped with Mk transmit and Nk receive antennas, and
serves Ik users in cell k. We denote ik to be the ith user in
cell k with Mik transmit and Nik receive antennas. We define
the set of all BSs as K = {k ∈ {1, . . . ,K}} and all users as
I given by

I = {ik | k ∈ {1, 2, . . . ,K}, i ∈ {1, 2, . . . , Ik}} .

Let us denote HUL
klj
∈ CNk×Mlj as the channel between BS

k and user lj in the UL channel, HDL
ikj
∈ CNik

×Mj as the
channel between BS j and user ik in the DL channel, HUU

iklj
∈

CNik
×Mlj as the CCI channel from the user lj to the user ik,

HBB
kj ∈ CNk×Mj as the inter-BS interference channel from

the BS j to the BS k, HSI
k ∈ CNk×Mk as the self-interference

channel from the transmitter to the receiver antennas of BS k,
and HSI

ik
∈ CNik

×Mik as the self-interference channel from
the transmitter to the receiver antennas of user ik.

We also take into account the limited dynamic range (DR),
which is caused by non-ideal amplifiers, oscillators, ADCs, and
DACs. We adopt the limited DR model in [9], which has also
been commonly used in [15]-[20]. Particularly, at each receive
antenna an additive white Gaussian “receiver distortion” with
variance β times the energy of the undistorted received signal

on that receive antenna is applied, and at each transmit antenna,
an additive white Gaussian “transmitter noise” with variance
κ times the energy of the intended transmit signal is applied.
This transmitter/receiver distortion model is valid, since it
was shown by hardware measurements in [21] and [22] that
the non-ideality of the transmitter and receiver chain can
be approximated by an independent Gaussian noise model,
respectively.

The source symbols of the user ik in the UL and DL channel
are denoted as sUL

ik
and sDL

ik
, and they are both assumed to

have unit powers. Denoting the precoders for the data stream
of user ik as vUL

ik
∈ CMik

×1 in the UL channel, and vDL
ik
∈

CMk×1 in the DL channel, the transmitted signal of the user
ik and that of the BS k can be written, respectively, as

xUL
ik

= vUL
ik
sUL
ik
, (1)

xDL
k =

Ik∑
i=1

vDL
ik
sDL
ik
. (2)

The signal received by the BS k and that received by the
user ik can be written, respectively, as

yUL
k =

Ik∑
i=1

HUL
kik

(
xUL
ik

+ cUL
ik

)
+ HSI

k

(
xDL
k + cDL

k

)
+

K∑
j=1,j 6=k

HBB
kj

(
xDL
j + cDL

j

)
+ eUL

k

+

K∑
j=1,j 6=k

Ij∑
l=1

HUL
klj

(
xUL
lj + cUL

lj

)
+ nUL

k , (3)

yDL
ik

= HDL
ikk

(
xDL
k + cDL

k

)
+ HSI

ik

(
xUL
ik

+ cUL
ik

)
+

∑
(l,j)6=(i,k)

HUU
iklj

(
xUL
lj + cUL

lj

)
+ eDL

ik

+

K∑
j=1,j 6=k

HDL
ikj

(
xDL
j + cDL

j

)
+ nDL

ik
, (4)

where nUL
k ∼ CN

(
0Nk

, σ2
kINk

)
and nDL

ik
∼

CN
(
0Nik

, σ2
ik

INik

)
denote the additive white Gaussian

noise (AWGN) vectors at the BS k and user ik, respectively.
Moreover, in (3), cUL

ik
∈ CMik is the transmitter noise at

the transmitter antennas of user ik, which models the effect of
limited transmitter DR and closely approximates the effects of
additive power-amplifier noise, non-linearities in the DAC and
phase noise. The covariance matrix of cUL

ik
is given by κ times

the energy of the intended signal at each transmit antenna, In
particular cUL

ik
can be modeled as [9]

cUL
ik
∼ CN

(
0, κ diag

(
vUL
ik

(
vUL
ik

)H))
, (5)

cUL
ik
⊥ xUL

ik
. (6)

Finally, in (4), eDL
ik
∈ CNik is the additive receiver dis-

tortion at the ik-th user, which models the effect of limited
receiver DR and closely approximates the combined effects
of additive gain-control noise, non-linearities in the ADC and
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Fig. 1. FD MIMO multi-cell system. For simplicity, we depict two cells, and one user in each cell.

phase noise. The covariance matrix of eDL
ik

is given by β times
the energy of the undistorted received signal at each receive
antenna. In particular, eDL

ik
can be modeled as [9]

eDL
ik
∼ CN

(
0, βdiag

(
ΦDL

ik

))
, (7)

eDL
ik
⊥ pDL

ik
, (8)

where ΦDL
ik

= Cov{pDL
ik
}, and pDL

ik
is the ik-th user’s

undistorted received vector, i.e. pDL
ik

= yDL
ik
− eDL

ik
. The

discussion on the transmitter/receiver distortion holds for cDL
k

and eUL
k as well.

The received signals are processed by linear decoders,
denoted as uUL

ik
∈ CNk×1, and uDL

ik
∈ CNik

×1 by the BS
k and the user ik, respectively. Therefore, the estimates of
data stream of user ik in the UL and DL channels are given
as

ŝUL
ik

=
(
uUL
ik

)H
yUL
k , (9)

ŝDL
ik

=
(
uDL
ik

)H
yDL
ik
. (10)

Using these estimates, the signal-to-interference-plus-noise ra-
tio (SINR) of user ik in the UL and DL channel can be
expressed, respectively, as

γXik =

∣∣∣(uX
ik

)H
HX

ik
vX
ik

∣∣∣2(
uX
ik

)H
ΣX

ik
uX
ik

, ik ∈ I, X ∈ {UL,DL} , (11)

where the covariance matrix of aggregate interference-plus-
noise for the user ik in the UL channel, ΣUL

ik
and in the DL

channel, ΣDL
ik

can be approximated, under β � 1 and κ� 1,
as in (12) and (13), respectively, given at the bottom of the
following page. Here, HX

ik
represents:

HX
ik

=

{
HUL

kik
, if X = UL,

HDL
ikk
, if X = DL.

The sum-rate maximization problem can be formulated as:

max
v,u

∑
X∈{UL,DL}

K∑
k=1

Ik∑
i=1

log2

(
1 + γXik

)
(14)

s.t.
(
vUL
ik

)H
vUL
ik
≤ Pik , ik ∈ I, (15)

Ik∑
i=1

(
vDL
ik

)H
vDL
ik
≤ Pk, k ∈ K, (16)

where Pik in (15) is the transmit power constraint at the
user ik, and Pk in (16) is the total power constraint at
the BS k. The optimization variables v (u) denote the set
of all transmit (receive) beamforming vectors, i.e., v (u) ={
vX
ik

(
uX
ik

)
: ik ∈ I, X ∈ {UL,DL}

}
.

The optimization problem (14)-(16) can be solved using
the WMMSE approach [8], [12]-[14], which exploits the rela-
tionship between WSR and WMMSE optimization problems.
This relationship holds only when the receivers use MMSE
receive filters [13]. Recently, multi-convex approach has been
introduced, which is shown to outperform WMMSE approach
in terms of complexity and performance [11]. In the next
subsection, we will exploit this multi-convex formulation to
establish the WSR and WMMSE relationship for any arbitrary
transmit and receive filters in FD multi-cell systems. Moreover,
the domain of our objective function is larger than the domain
of the WMMSE approach [8], [12] because of the additional
auxiliary variables introduced by the proposed approach. This
means that even though the initializations of the two problems
are same, they will generally converge to different stationary
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points. In particular, proposed algorithm achieves always equal
or higher sum-rate than that of WMMSE algorithm [11].

A. Multi-Convex Optimization

We first define a function

ψX
ik

=
E
{∣∣wX

ik
sXik
∣∣2}

E
{∣∣ŝXik − wX

ik
sXik
∣∣2}

=

∣∣wX
ik

∣∣2∣∣∣(uX
ik

)H
HX

ik
vX
ik
− wX

ik

∣∣∣2 +
(
uX
ik

)H
ΣX

ik
uX
ik

, (17)

where wX
ik

is a complex weighting factor. By taking the
derivative of ψX

ik
with respect to wX

ik
and equating to zero,

the optimal wX
ik

maximizing ψX
ik

is given as

w̃X
ik

=

∣∣∣(uX
ik

)H
HX

ik
vX
ik

∣∣∣2 +
(
uX
ik

)H
ΣX

ik
uX
ik(

vX
ik

)H (
HX

ik

)H
uX
ik

. (18)

Plugging (18) into (17), we obtain

ψ̃X
ik

=

∣∣∣(uX
ik

)H
HX

ik
vX
ik

∣∣∣2 +
(
uX
ik

)H
ΣX

ik
uX
ik(

uX
ik

)H
ΣX

ik
uX
ik

= 1 + γXik . (19)

From the relationship in (19), we can conclude that (14)-(16)
is equivalent to (20)-(21) and achieve the same optimum point
when wX

ik
= w̃X

ik
.

max
v,u,w

∑
X∈{UL,DL}

K∑
k=1

Ik∑
i=1

log2

(
ψX
ik

)
(20)

s.t. (15), (16), (21)

where w =
{
wX

ik
: ik ∈ I, X ∈ {UL,DL}

}
is the set of all

weights. Note that (20)-(21) is easier to solve than (14)-(16),
since only the denominator of ψX

ik
in (17) is a function of

optimization variables vX
ik

and uX
ik

, but on the other hand both
denominator and numerator of the γXik in (11) are functions
of the optimization variables. By plugging (17) into (20)-(21),
we get

max
v,u,w

∑
X∈{UL,DL}

K∑
k=1

Ik∑
i=1

(
log2

(∣∣wX
ik

∣∣2)
− log2

(∣∣∣(uX
ik

)H
HX

ik
vX
ik
− wX

ik

∣∣∣2
+
(
uX
ik

)H
ΣX

ik
uX
ik

))
(22)

s.t. (15), (16). (23)

Since (22)-(23) is not necessarily convex, we will introduce
additional scaling factors tXik to reformulate (22)-(23) as a
multi-convex optimization problem. With the new scaling

ΣUL
ik

=
∑

(l,j)6=(i,k)

HUL
klj vUL

lj

(
vUL
lj

)H (
HUL

klj

)H
+

K∑
j=1

Ij∑
l=1

κHUL
klj diag

(
vUL
lj

(
vUL
lj

)H)(
HUL

klj

)H
+

K∑
j=1,j 6=k

Ij∑
l=1

HBB
kj

(
vDL
lj

(
vDL
lj

)H
+ κdiag

(
vDL
lj

(
vDL
lj

)H))(
HBB

kj

)H
+

Ik∑
l=1

HSI
k

(
vDL
lk

(
vDL
lk

)H
+ κdiag

(
vDL
lk

(
vDL
lk

)H)) (
HSI

k

)H
+ β

K∑
j=1

Ij∑
l=1

diag
(

HUL
klj vUL

lj

(
vUL
lj

)H (
HUL

klj

)H)

+ β

K∑
j=1,j 6=k

Ij∑
l=1

diag
(

HBB
kj vDL

lj

(
vDL
lj

)H (
HBB

kj

)H)
+ β

Ik∑
l=1

diag
(
HSI

k vDL
lk

(
vDL
lk

)H (
HSI

k

)H)
+ σ2

kINk
, (12)

ΣDL
ik

=
∑

(l,j)6=(i,k)

HDL
ikj

vDL
lj

(
vDL
lj

)H (
HDL

ikj

)H
+

K∑
j=1

Ij∑
l=1

κHDL
ikj

diag
(

vDL
lj

(
vDL
lj

)H)(
HDL

ikj

)H
+

∑
(l,j)6=(i,k)

HUU
iklj

(
vUL
lj

(
vUL
lj

)H
+ κdiag

(
vUL
lj

(
vUL
lj

)H))(
HUU

iklj

)H
+ HSI

ik

(
vUL
ik

(
vUL
ik

)H
+ κdiag

(
vUL
ik

(
vUL
ik

)H)) (
HSI

ik

)H
+ β

K∑
j=1

Ij∑
l=1

diag
(

HDL
ikj

vDL
lj

(
vDL
lj

)H (
HDL

ikj

)H)
+ β

∑
(l,j) 6=(i,k)

diag
(

HUU
iklj

vUL
lj

(
vUL
lj

)H (
HUU

iklj

)H)
+ βdiag

(
HSI

ik
vUL
ik

(
vUL
ik

)H (
HSI

ik

)H)
+ σ2

ik
INik

. (13)
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factors, we have

max
v,u,w,t

∑
X∈{UL,DL}

K∑
k=1

Ik∑
i=1

(
log2

(∣∣wX
ik

∣∣2)+ log2

(
tXik
)

−
tXik
ln 2

(∣∣∣(uX
ik

)H
HX

ik
vX
ik
− wX

ik

∣∣∣2
+
(
uX
ik

)H
ΣX

ik
uX
ik

))
(24)

s.t. (15), (16), (25)

which is a concave function of tXik , and t ={
tXik : ik ∈ I, X ∈ {UL,DL}

}
is the set of all scaling

factors. To show the equivalence of (22)-(23) and (24)-(25),
we first take the derivative of (24) with respect to tXik and
then equate to zero. The optimum scaling factor is given as

t̃Xik =

(∣∣∣(uX
ik

)H
HX

ik
vX
ik
− wX

ik

∣∣∣2 +
(
uX
ik

)H
ΣX

ik
uX
ik

)−1

. (26)

Substituting (26) into (24), we obtain (22). Therefore, we can
conclude that under the optimum scaling factors w̃X

ik
and t̃Xik ,

the problem (24)-(25) is equivalent to (20)-(21).
Although the problem (24)-(25) is not jointly convex, it is

component-wise convex. In other words, it is a convex function
of one optimization variable when the other three optimization
variables are fixed, which is known as multi-convex optimiza-
tion problem [10]. The optimum scaling factors w̃X

ik
and t̃Xik can

be computed from (18) and (26), respectively. The optimum
receiving filters uX

ik
is expressed as

ũX
ik

=
(
HX

ik
vX
ik

(
vX
ik

)H (
HX

ik

)H
+ ΣX

ik

)−1

×
(
wX

ik

)H
HX

ik
vX
ik
. (27)

Under the fixed tXik , w
X
ik

and uX
ik

, the problem (24)-(25) is a
convex quadratically constrained quadratic problem, which can
be solved using quadratic optimization tools [23]. The alternat-
ing iterative maximization algorithm is shown in Algorithm 1.
Since a convex optimization problem is solved in each step of
the algorithm, the objective function increases monotonically.
Moreover, the objective function (24) is continuous and regular
and the constraint sets of (25) are compact, and thus the
algorithm is guaranteed to converge to a stationary point [24,
Theorem 4.1(c)].

Algorithm 1 Sum-Rate Maximization Algorithm
1: Set the iteration number n = 0 and initialize the transmit filters(

vX
ik

)[0]
and scaling factors tXik , w

X
ik
, ∀ (i, k,X).

2: repeat
3: n← n+ 1.
4: Update the receive filter

(
uX
ik

)[n]
, ∀ (i, k,X) using (27).

5: Calculate the transmit filter
(
vX
ik

)[n]
, ∀ (i, k,X) by solv-

ing (24)-(25) using quadratic optimization tools.
6: Update the scaling factor

(
tXik

)[n]
, ∀ (i, k,X) using (26).

7: Update the scaling factor
(
wX

ik

)[n]
, ∀ (i, k,X) using (18).

8: until convergence or maximum number of iterations is reached.

Similar to prior work dealing with beamforming and in-
terference management, we assume that perfect channel-state-
information (CSI) knowledge is available at the BSs. Channels
between BSs and users can be estimated using standard 3GPP
LTE channel estimation protocols for HD systems. Channels
between the users can be learned via neighbour discovery
methods applicable to device-to-device (D2D) communication,
such as sounding reference signals (SRS) in 3GPP LTE [25].

B. Sum Rate Maximization With QoS Constraints
As we will see in the simulations, the sum-rate maximization

problem without QoS constraints can result in unfair allocation
of resources, and some users in bad channel conditions are
not served. Therefore, in this subsection, we consider the sum
rate maximization problem subject to both power and QoS
constraints. The problem is formulated as

max
v,u

∑
X∈{UL,DL}

K∑
k=1

Ik∑
i=1

log2

(
1 + γXik

)
(28)

s.t.
(
vUL
ik

)H
vUL
ik
≤ Pik , ik ∈ I, (29)

Ik∑
i=1

(
vDL
ik

)H
vDL
ik
≤ Pk, k ∈ K, (30)

log2

(
1 + γXik

)
≥ RX

ik
, ik ∈ I, X ∈ {UL,DL} ,(31)

where RX
ik

is the data rate threshold for user ik ∈ I in the X
channel, X ∈ {UL,DL}.

The optimal receive beamforming vector for the prob-
lem (28)-(31) is the MMSE receiver given as

ũX
ik

=
(
HX

ik
vX
ik

(
vX
ik

)H (
HX

ik

)H
+ ΣX

ik

)−1

HX
ik

vX
ik
. (32)

It is well-known that when receivers apply the MMSE
receive beamformers, the mean-squared-error (MSE) and SINR
are related as [26].(

MSEX
ik

)−1
= 1 + γXik , (33)

where MSEX
ik

can be computed as

MSEX
ik

=
∣∣∣(uX

ik

)H
HX

ik
vX
ik
− 1
∣∣∣2 +

(
uX
ik

)H
ΣX

ik
uX
ik
. (34)

By applying (33), we can reformulate (28)-(31) as the follow-
ing sum log-MSE maximization problem

max
v,u

∑
X∈{UL,DL}

K∑
k=1

Ik∑
i=1

log2

((
MSEX

ik

)−1
)

(35)

s.t. (29), (30), (36)

log2

((
MSEX

ik

)−1
)
≥ RX

ik
, ∀ (i, k,X) . (37)

We follow the successive convex approximation (SCA) ap-
proach proposed in [16] to relax (35)-(37) by introducing
MSE upper bounds with a monotonic log-concave function,
i.e., MSEX

ik
≤ g

(
tXik
)−1

, where tXik is an auxiliary variable.
Assuming g

(
tXik
)

as g
(
tXik
)

= 2−t
X
ik , which is shown to
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perform well [16], the equivalent optimization problem is
formulated as

min
v,u,t

∑
X∈{UL,DL}

K∑
k=1

Ik∑
i=1

tXik (38)

s.t. (29), (30), (39)
−tXik ≥ R

X
ik
, ik ∈ I, X ∈ {UL,DL} , (40)

MSEX
ik
≤ 2t

X
ik , ik ∈ I, X ∈ {UL,DL} . (41)

Since the problem (38)-(41) is still non-convex, we approxi-
mate the non-convex parts of the MSE constraints (41) with
the first-order Taylor series approximation iteratively. Applying
this approximation, at the nth iteration we have

min
v,u,t

∑
X∈{UL,DL}

K∑
k=1

Ik∑
i=1

tXik (42)

s.t. (29), (30), (43)
−tXik ≥ R

X
ik
, ik ∈ I, X ∈ {UL,DL} , (44)

MSEX
ik
≤ ln(2)2(tXik)

[n]

tXik

+ 2(tXik)
[n]
(

1− ln(2)2(tXik)
[n]
)
,

ik ∈ I, X ∈ {UL,DL} . (45)

Although the problem (42)-(45) is convex under the fixed
receiver beamforming vectors, the constraint set is highly com-
plex, and the user rate constraints impose feasibility issues that
are difficult to manage. To this end, we simplify the constraint
set by Lagrangian relaxation of the rate constraints [16], and
the relaxed problem is given as

min
v,u,t

∑
X∈{UL,DL}

K∑
k=1

Ik∑
i=1

(
tXik + λXik

(
RX

ik
+ tXik

))
(46)

s.t. (29), (30), (47)

MSEX
ik
≤ ln(2)2(tXik)

[n]

tXik

+ 2(tXik)
[n]
(

1− ln(2)2(tXik)
[n]
)
,

ik ∈ I, X ∈ {UL,DL} . (48)

From the KKT conditions of the problem (46)-(48), we
can solve the dual variables αX

ik
corresponding to the MSE

constraints (48) as

(
αX
ik

)[n+1]
=

1 +
(
λXik
)[n]

ln(2)2

(
tXik

)[n]
, ik ∈ I, X ∈ {UL,DL} . (49)

The auxiliary variable
(
tXik
)[n+1]

can be updated using the
complementary slackness constraint, and the update is ex-
pressed as

(
tXik
)[n+1]

=

MSEX
ik
−
(

2(tXik)
[n]
(

1− ln(2)2(tXik)
[n]
))

ln(2)2

(
tXik

)[n]
. (50)

Moreover, from the KKT conditions, the optimal transmit
beamforming vectors are written as

ṽX
ik

= αX
ik

(
XX

ik
(u) + τ̄Xik IM̄X

ik

)−1 (
HX

ik

)H
uX
ik
, (51)

where XX
ik

(u) is defined in (52)-(53), τ̄Xik , the dual variable for
the power constraints is given at the bottom of the following
page in (54).

In the dual update, the rate weight factors λXik are updated
from the violation of the rate constraints using subgradient
method as(
λXik
)[n+1]

=
((
λXik
)[n]

+
(
µX
ik

)[n]
(
RX

ik
+
(
tXik
)[n]
))+

, (55)

where
(
µX
ik

)[n]
is the step size at the nth iteration. The steps

of the algorithm are shown in Algorithm 2.

Algorithm 2 Sum-Rate Maximization Algorithm with QoS Con-
straints

1: Initialize the transmit filters
(
vX
ik

)[0]
and auxiliary variables(

tXik
)[0]

and rate weights
(
λX
ik

)[0]
= 0, ik ∈ I, X ∈ {UL,DL}.

2: repeat
3: Update the receive filter uX

ik
, ∀ (i, k,X) using (32).

4: n = 1.
5: repeat
6: Update the rate weights

(
λX
ik

)[n]
, ∀ (i, k,X) using (55).

7: Update the dual variables
(
αX
ik

)[n]
, ∀ (i, k,X) us-

ing (49).
8: Calculate the transmit filter ṽX

ik
, ∀ (i, k,X) from (51).

9: Update the auxiliary variables
(
tXik

)[n]
, ∀ (i, k,X) us-

ing (50).
10: n← n+ 1.
11: until convergence or maximum number of iterations is

reached.
12: until convergence or maximum number of iterations is reached.

Note that the problem (28)-(31) can be inherently infeasible
under tight power and high QoS constraints. However, even
in this case the algorithm can find a region, where the QoS
constraint violation is reasonably small.

III. SIMULATION RESULTS

In this section, we numerically investigate the sum-rate
maximization problem in both single and multi-cell MIMO
FD multi-user systems. We compare the proposed algorithm
with the HD algorithm under the 3GPP LTE specifications for
small cell deployments [27]. We consider small cells, since
small cells are considered to be suitable for deployment of
FD technology due to low transmit powers, short transmission
distances and low mobility [6], [28], [29]. Note that although
we have presented the most general scenario, i.e. FD BSs
and FD users, in the next generation wireless communication
systems, the users are still envisioned to be operating in HD
mode. Therefore, in our simulations, we assume HD users.
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A. Single-Cell
A single hexagonal cell having a BS in the center with

M0 = 4 transmit and N0 = 4 receive antennas with randomly
distributed K = 2 UL and J = 2 DL users equipped with 2
antennas is simulated1.

The channel between BS and users are assumed to experi-
ence the path loss model for line-of-sight (LOS) and non-line-
of-sight (NLOS) communications depending on the probability

PLOS = 0.5−min(0.5, 5 exp(−0.156/d))

+ min(0.5, 5 exp(−d/0.03)), (56)

where d is the distance between BS and users in km. Detailed
simulation parameters are shown in Table I.

The channel gain between the BS to kth UL user is given
by HUL

k =
√
κUL
k H̃UL

k , where H̃UL
k denotes the small

scale fading following a complex Gaussian distribution with
zero mean and unit variance, and κUL

k = 10(−X/10), X ∈
{LOS,NLOS} represents the large scale fading consisting of
path loss and shadowing, where LOS and NLOS are calculated
from a specific path loss model given in Table I. The channel
between BS and DL users is defined similarly. The channel
between UL and DL users, i.e., CCI channel, is given by
HDU

jk =
√
ε
√
κDU
jk H̃DU

jk where H̃DU
jk and κDU

jk represent the

same concept as H̃UL
k and κUL

k , respectively. The factor ε
represents the obtained isolation among the UL and DL users,

1Note that although the BS has N0+M0 antennas in total, similar to [8], we
assume that onlyM0 (N0) antennas can be used for transmission (reception) in
HD mode. This is because in practical systems RF front-ends (e.g. ADC/DAC,
mixers, filters, etc.) are much more expensive than antennas and therefore
are more scarce resources. Therefore, we assume that BS only has M0

transmission front-ends and N0 receiving front-ends.

TABLE I. SIMULATION PARAMETERS FOR SINGLE-CELL

Parameter Settings
Cell Radius 40m

Carrier Frequency 2GHz

Maximum BS Power 24dBm

Maximum UL user Power 23dBm

Bandwidth 10MHz

Thermal Noise Density −174dBm/Hz

Noise Figure BS: 13dB, User: 9dB

Path Loss (dB) between LOS: 103.8 + 20.9 log10 d

BS and users (d in km) NLOS: 145.4 + 37.5 log10 d

Path Loss (dB) between LOS: 98.45 + 20 log10 d, d ≤ 50m
users (d in km) NLOS: 175.78 + 40log10d, d>50m

Shadowing Standard Deviation LOS: 3dB, NLOS: 4dB

via a channel assignment phase that determines which users
would coexist on the same channel, please see Subsection III-B
for elaboration. For the self-interference channel, we adopt
the model in [1], in which the self-interference channel is
distributed as H0 ∼ CN

(√
KR

1+KR
H̃0,

1
1+KR

IN0
⊗ IM0

)
,

where KR is the Rician factor, H̃0 is a deterministic matrix2.
In Fig. 2 and Fig. 3 the resulting spectral efficiency of

the network, via the utilization of the proposed design, is
numerically evaluated and compared to the HD counterpart.
In particular, the legends ’FD’, ’FD-UL’, ’FD-DL’, represent
the network sum rate in the proposed FD system, and portions
of the network sum rate realized in UL and DL paths,
respectively. The legends ’HD’, ’HD-UL’, ’HD-DL’, present

2Similar to [6], without loss of generality, we set KR = 1 and H̃0 to be
the matrix of all ones for all experiments.

XUL
ik

(u) =

K∑
j=1

Ij∑
l=1

αUL
lj

((
HUL

jik

)H
uUL
lj

(
uUL
lj

)H
HUL

jik
+ β

(
HUL

jik

)H
diag

(
uUL
lj

(
uUL
lj

)H)
HUL

jik

)
+ αDL

ik
κdiag

((
HSI

ik

)H
uDL
ik

(
uDL
ik

)H
HSI

ik

)
+ αDL

ik
β
(
HSI

ik

)H
diag

(
uDL
ik

(
uDL
ik

)H)
HSI

ik

+
∑

(l,j) 6=(i,k)

αDL
lj

((
HUU

ljik

)H
uDL
lj

(
uDL
lj

)H
HUU

ljik
+ β

(
HUU

ljik

)H
diag

(
uDL
lj

(
uDL
lj

)H)
HUU

ljik

)
, (52)

XDL
ik

(u) =
K∑

j=1,j 6=k

Ij∑
l=1

αUL
lj

((
HBB

jk

)H
uUL
lj

(
uUL
lj

)H
HBB

jk + β
(
HBB

jk

)H
diag

(
uUL
lj

(
uUL
lj

)H)
HBB

jk

)

+

Ik∑
l=1

αUL
lk

(
κdiag

((
HSI

k

)H
uUL
lk

(
uUL
lk

)H
HSI

k

)
+ β

(
HSI

k

)H
diag

(
uUL
lk

(
uUL
lk

)H)
HSI

k

)
+

K∑
j=1

Ij∑
l=1

αDL
lj

((
HDL

ljk

)H
uDL
lj

(
uDL
lj

)H
HDL

ljk + β
(
HDL

ljk

)H
diag

(
uDL
lj

(
uDL
lj

)H)
HDL

ljk

)
. (53)

(
τ̄Xik , M̄

X
ik

)
=

{
(τik , Mik) if X = UL,

(τk, Mk) if X = DL.
(54)
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Fig. 2. Network spectral efficiency [bits/sec/Hz] vs. transceiver operational
accuracy κ = β [dB]. A significant gain is observed via the application of
the proposed FD scheme, for an accurate operation of the FD transceivers.

the same meaning for a system with HD operation at the BS.
In each case, the evaluated sum-rate, in terms of [bits/sec/Hz],
is averaged over more than 100 channel realizations.

Unless otherwise is stated, the following values are used in
the default simulation setup: κ = β = −120dB, p0 = 30dBm,
ε = −20dB, K = 2 UL users, J = 2 DL users, M0 = N0 =
4 transmit and receive antennas at the BS, Nj = 2 receive
antennas at DL users, Mk = 2 transmit antennas at UL users.

In Fig. 2, the resulting network sum rate is illustrated, for
different levels of the transceiver accuracy. It is observed that a
higher accuracy results in a higher gain for the FD scheme, as
it results in a better self-interference cancellation, see (5), (7).
In this respect, the quality of the HD scheme is more robust
compared to a FD system, due to the absence of the strong
self-interference path.

Moreover, it is observed that for a FD system with high
transceiver accuracy, the UL communication holds a higher
quality, compared to DL. This is grounded on the effect of CCI,
which reduces the quality of DL transmission, compared to
UL. On the other hand, as the transceiver accuracy decreases,
the FD scheme tends to allocate more resources on the DL
path and drastically reduces the UL resources, in order to
obtain a higher overall sum-rate. This is perceivable since the
UL communication is suffered from the effect of inaccurate
self-interference cancellation. Please note that such fluctuations
occurs with much less intensity for a HD system, where UL
and DL communications obtain a relatively equal average rate,
at the optimality.

In Fig. 3, the impact of the affordable transmit power is
illustrated on the resulting network spectral efficiency. As
expected, it is observed that a higher affordable transmit power
results in a higher spectral efficiency, for both FD and HD
schemes. Similar to Fig. 2, it is observed that the DL and UL
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Fig. 3. Network spectral efficiency [bits/sec/Hz] vs. transmit power con-
straints p0 [dBm]. A higher affordable transmit power results in a higher
spectral efficiency, for both FD and HD schemes.

communications obtain a relatively similar average share of
sum rate in a HD setup. On the other hand, for a relatively
accurate FD transceiver (simulated in Fig. 3), as the transmit
power level increases the network performance is dominated
by the effect of CCI paths. This results in a larger preference of
the UL communication paths over the DL, which are degraded
due to the effect of CCI.
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TABLE II. SIMULATION PARAMETERS FOR MULTI-CELL

Parameter Settings
Cell Radius 40m

Minimum Distance 40m
between BSs

Carrier Frequency 2GHz

Bandwidth 10MHz

Thermal Noise Density −174dBm/Hz

Noise Figure BS: 13dB, User: 9dB

Path Loss (dB) between LOS: 103.8 + 20.9 log10 d

BS and users (d in km) NLOS: 145.4 + 37.5 log10 d

Path Loss (dB) between 98.45 + 20 log10 d, d ≤ 50m
users (d in km) 175.78 + 40log10d, d>50m

Path Loss (dB) between LOS: 89.5 + 16.9 log10 d, d < 2/3km,
BSs (d in km) LOS: 101.9 + 40 log10 d, d ≥ 2/3km,

NLOS: 169.36 + 40 log10 d

Shadowing Standard Deviation LOS: 3dB, NLOS: 4dB
between BS and users

Shadowing Standard 6dB
Deviation between BSs

B. Multi-Cell

In this section, we consider an outdoor multi-cell scenario
with eight Pico cells randomly dropped in an area of a
hexagonal cell with height of 500 meters. For brevity, we set
the same number of transmit and receive antennas at each
BS, i.e. Mk = Nk = N, k ∈ K, and at each user i.e.
Mik = Nik = M, ik ∈ I. The BSs are assumed to have
N = 4 transmit and receive antennas, and randomly distributed
10 users in each cell, i.e., 5 UL and 5 DL HD users, are
equipped with M = 2 transmit and receive antennas. The
probability of LOS for the channel between BSs, and BSs and
users is computed from (56). Detailed simulation parameters
are shown in the Table II.

In Figs. 4, 5 and 6, the resulting spectral efficiency of
the network, via the utilization of the proposed design is
numerically evaluated and compared to the HD counterpart.
The used legends present the same meaning as for Subsec-
tion III-A, where the sum rate is calculated as the collective
communication rate [bits/sec/Hz] over all links, and all cells.
In each case, the evaluated sum-rate is averaged over more
than 100 channel realizations. Unless otherwise is stated, the
defined values in Subsection III-A are used as the default
network parameters.

In Fig. 4, the resulting network sum rate is illustrated, for
different levels of the transceiver accuracy. Similar to Fig. 2, it
is observed that a higher accuracy results in a higher gain for
the FD scheme where the quality of the HD scheme is observed
to be more robust compared to a FD system. Moreover, as it
is observed from Fig. 2, while the majority of the network
resources are allocated to the UL communication paths for
a system with high transceiver accuracy, this paradigm is
reversed as κ and β increase. The reason is that the UL
communication paths are suffered from the residual self-
interference as the transceiver accuracy decrease.

In Fig. 5, the impact of the affordable transmit power is
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Fig. 4. Network spectral efficiency [bits/sec/Hz] vs. transceiver operational
accuracy κ = β [dB]. The gainful application of FD scheme is observed for
an accurate operation of the FD transceivers.

illustrated on the resulting network spectral efficiency, for two
levels of the transceiver accuracy, i.e., κ = β = −100 [dB],
and κ = β = −150 [dB]. As expected, it is observed
that a higher affordable transmit power results in a higher
spectral efficiency, for both FD and HD schemes, and for both
simulated levels of κ. Furthermore, it is observed that the
scenario with a higher transceiver accuracy obtains a higher
overall sum rate. Nevertheless, the obtained rate for the DL
communication paths are smaller with a higher transceiver
accuracy. This is a similar observation as in Fig. 4, where the
DL capacity obtains a dominant role with a big κ, and receives
a larger portion of the network resources, as the UL paths are
largely degraded due to the effect of self-interference.

It is observed that a gainful application of FD operation
at the BS is largely dependent on the smart control of the
interference paths, which additionally appear in a FD network,
see Section II. In this paper, we have discussed the role of
optimal transmit strategy design, with the goal of maximizing
the network sum rate, given a set of randomly positioned users
sharing the same channel. It is known that in a realistic system,
a network scheduler decides on the sub-set of the users which
shall coexist at the same channel, i.e., via a channel assignment
process [30]3. This is, in particular, a practical way to reduce
the destructive CCI interference paths which appear in a FD
system, e.g., users with with strong CCI shall be assigned to
different channels.

In order to incorporate the effect of a successful channel
assignment phase in the simulated network sum rate, we
introduce a CCI isolation factor ε, which scales down the
intensity of the CCI channel in the network. In this respect
ε = 1 represents the scenario with no channel assignment

3In our setup, the channel assignment phase can be interpreted as separating
the users into different operating frequency bands.
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Fig. 5. Network spectral efficiency [bits/sec/Hz] vs. allowed transmit power
[dBW]. Different levels of transceiver accuracy is simulated (κ = β [dB]). The
solid (dashed) lines represent the case with lower (higher) transceiver accuracy,
i.e., κ = −100 [dB] (κ = −150 [dB]). A higher affordable transmit power
results in a higher spectral efficiency, for both FD and HD schemes.

phase, and hence no reduction in the strength of CCI, while
ε = 0 represents a perfect CCI reduction, which is not
achievable in practice.

In Fig. 6, the impact of ε is observed on the resulting
network sum rate. As expected, the performance of the HD
setup does not dependent on the value of ε, as the CCI channel
does not exist for a HD setup. On the other hand, the FD setup
achieves a higher spectral efficiency, as the UL-DL isolation is
enhanced. In particular, for the simulated setup in Fig. 6, it is
shown that a successful isolation of the UL/DL paths result in
an effective improvement of the network performance, where a
strong CCI results in a lower network sum rate, in comparison
to the HD counterpart.

C. Multi-Convex vs. WMMSE Optimization

Similar to the WMMSE method, see [8], the proposed
multi-convex design method in Subsection II-A provides an
iterative convex optimization framework. In general, due to
the jointly non-convex nature of the resulting problem, the
global optimality of the obtained optimum point can not be
guaranteed. In this respect, the proposed multi-convex method
leads to the decomposition of the original problem into a larger
variable domain, which may become favorable in dealing with
local optimal points, see Subsection II-A for more elaboration.
In Fig. 7 it is observed that the proposed multi-convex opti-
mization method (’MultiCVX’) is capable of adding a marginal
gain to that of the WMMSE (’WMMSE’) method. Moreover,
it is observed that the aforementioned gain is achievable for
a high transceiver accuracy, i.e, lower κ, β where for a larger
values of κ and β the aforementioned gain disappears. This is
perceivable, as for the higher value of transceiver inaccuracy,
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Fig. 6. Network spectral efficiency [bits/sec/Hz] vs. CCI reduction factor ε
[dB]. CCI intensity impacts, destructively, the performance of the FD setup.
κ = β = −100 [dB].
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Fig. 7. Network spectral efficiency [bits/sec/Hz] vs. transceiver operational
accuracy κ = β [dB]. The proposed Multi-Convex optimization improves
the obtained performance by the weighted minimum-mean-squared error
(WMMSE) method. See Subsection III-A for the used parameter setting.

only one of the UL and DL paths may be active due to the
strong effect of self-interference. This results in a simplified
solution structure and effectively eliminates the possibility of
a local optimum points. It is worth mentioning, according to
the performed simulations, both multi-convex and WMMSE
methods result in a closely similar number of the optimization
iterations, and consequently result in a similar computational
complexity.
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Fig. 8. Network spectral efficiency [bits/sec/Hz] vs. optimization iteration
count. The strictly monotonic (increasing) nature of the sum rate is observable
as the iteration count increases.

D. Convergence
As it is elaborated in Subsection II-A, the proposed multi-

convex optimization is based on the iterative update of the
design parameters, until a stable, i.e., a local optimal solution,
is obtained. Hence, it is of our interest to observe how the
design iterations impact the resulting sum rate. In Fig. 8, the
resulting network sum rate is observed, over multiple design
iterations. This is obtained by averaging the convergence be-
havior of the network, over the several simulated values of κ, β
in Fig. 2. As expected, the strictly increasing behavior of the
optimization objective is observed as the number of iterations
increases. Moreover, it is observed that the HD setup converges
with relatively smaller number of the optimization iterations,
compared to the FD counterpart. This is perceivable, as the
design of a FD setup needs to manage further considerations
regarding the self-interference and CCI paths, which result in
a relatively slower design process.

IV. CONCLUSION

In this work, we have addressed the transmit and receive
filter design for sum-rate maximization problem in an FD
MIMO multi-cell system with FD users. Both self-interference
and CCI in the system under the limited DR at the transmitters
and receivers are taken into account. Since the globally optimal
solution is difficult to obtain due to the non-convex nature
of the problem, an alternating iterative algorithm to find a
stationary optimum is proposed based on the reformulation
of the optimization problem as a multi-convex optimization
problem. As an extension, we have provided a solution for
the sum-rate maximization problem under QoS constraints,
where each user has to achieve a data rate constraint. It
is shown in simulations that the sum-rate achieved by FD
mode is higher than the sum-rate achieved by baseline HD

schemes at moderate interference levels, but its performance is
outperformed by baseline schemes at high interference levels.
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