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Problem 1. (Properties of expectation and covariance) Two independent random vectors
X = (X1, Xo,..., X, )" and Y = (Y1, Ys,...,Y,)T with n € N are given. Furthermore, cy,
cy, A and b are fixed quantities of adequate dimensions. Prove the following identities:

a) (Scale and shift properties) E(AX + b) = AE(X) + b,
b) (Linearity) E(cxX 4+ ¢yY) = cx E(X) 4 ¢y E(Y),

c) (Independence) E(XTY) = E(X)TE(Y),

d) Cov(AX +b) = ACov(X) A",

e) Cov(cxX +cyY) = |cx|> Cov(X) + |ey|* Cov(Y).

Problem 2. (Mazimum Likelihood Estimation)

Suppose that the random variable X is absolutely continuous with the density fx(z) where

e ™ x>0
0 <0

fX(l"; )\) = {

where A > 0. Assume that we want to use Maximum Likelihood Estimation (MLE) to estimate
A from n independent observations of X, denoted as x = (x1,...,%,).

a) Write down the log-likelihood function.

b) What is the MLE of the parameter A\?



