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Problem 1. (Spike model) Fix p = 500 as the dimension of the space R?. Suppose that the
data is generated from two one dimensional subspaces modeled by V0.2Gv; and v0.5G5vs,
where v, and v, are orthogonal unit norm vectors in R?, and GG; and G4 are independent
standard normal random variables. The high dimensional noise U € RP? is independent of
both G; and Gy and is modeled as a standard normal random vector. The covariance matrix
of this model X = U + v/0.2G1v; + v/0.5G5v5 is described by:

Cov(X) = I, + 0.2v,v] + 0.5v0; .
Suppose that X1, ..., X, are i.i.d. distributed with Cov(X;) = Cov(X).

a) Find the minimum number ny of samples such that only the dominant eigenvalue is
visible. Calculate the distance (vy, vgom) for this case.

b) Find the minimum number n; of samples such that both dominant eigenvalues are
visible. Calculate the distance (vq, Vgom) for this case. Sketch the Marchenko-Pastur
density for the latter case along with both dominant eigenvalues of the sample covariance
matrix S,,.

Problem 2. (Centering Matriz)

For a set of column vectors x™), ..., x(™ € R¥ and the centering matrix E, = I, — %1k15 €
RF*F Jet X € R™* be X =[xV, ..., xW]T and 2) = £ 37, 29 where 2% is the i-th entry
of x.

a) Show that E;x) = x0) —z0)1,.
b) Show that the (7,7)-th entry of E;X" is given by xl(j) — 7).

c) Show that % (EkXT) =0forany j € {1,2,...,n}.
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Problem 3. (Spike model II)
Show that if 8 > 0 then (1+ 8)(1+ ) > (1 +/73)*



