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Solution of Problem 1

a) Since W � V, W −V is non-negative definite. Therefore xT (W −V)x ≥ 0 for all
x ∈ Rn, which means:

xT Wx ≥ xT Vx.
Using Courant-Fischer theorem, it is known that:

max
S:dim(S)=k

min
x∈S;‖x‖2=1

xT Wx = λk(W).

and
max

S:dim(S)=k
min

x∈S;‖x‖2=1
xT Vx = λk(V).

However xT Wx ≥ xT Vx implies that λk(W) ≥ λk(V).

b) Since W � V, W −V is non-negative definite. Therefore xT (W −V)x ≥ 0 for all
x ∈ Rn. Choose x = ei where ei is ith canonical basis with all zero elements except the
ith element equal to one. Namely ei(j) = 0 for j 6= i and ei(i) = 1. For example:

e2 =


0
1
...
0


Therefore eT

i (W−V)ei = wii − vii and since W−V � 0, wii − vii ≥ 0. vii ≤ wii, for
i = 1, . . . , n

c) Similar to the previous problem, choose the vector eij such that eij(k) = 0 for j 6= i, j
and eij(i) = 1 and eij(j) = −1. For example:

e23 =



0
1
−1
...
0


Since W−V � 0, eT

ij(W−V)eij ≥ 0, but:

(W−V)eij =


(w1i − v1i)− (w1j − v1j)
(w2i − v2i)− (w2j − v2j)

...
(wni − vni)− (wnj − vnj)





and
eT

ij(W−V)eij = [(wii − vii)− (wij − vij)]− [(wji − vji)− (wjj − vjj)]
[wii + wjj − 2wij]− [vii + vjj − 2vij] .

Since eT
ij(W−V)eij ≥ 0, it holds that: vii + vjj − 2vij ≤ wii + wjj − 2wij.

d) From the second part of the exercise, vii ≤ wii, for i = 1, . . . , n. Therefore :

tr(V) =
n∑

i=1
vii ≤

n∑
i=1

wii = tr(W).

e) Note that det(V) = ∏n
i=1 λi(V) and det(W) = ∏n

i=1 λi(W). Using the first part of this
exercise λi(V) ≤ λi(W), for i = 1, . . . , n. Since all eigenvalues are non-negative, it holds
that det(V) ≤ det(W).

Solution of Problem 2
The radii ri = min{Ri, Ci} of the discs are calculated by the aid of Ri = ∑n

j=1
j 6=i

|aij| and

Cj = ∑n
i=1
i 6=j
|aij|, and are given in the following table. The diagonal elements of A are the

centers of the discs.
Table 1: The centers and radii of Gerschgorin’s circles

i aii ri Ri Ci

1 10 0.8 2.0 0.8
2 9 0.8 0.8 1.1
3 5+i 0.5 0.5 1.4
4 6 1.0 1.0 1.1
5 1 0.6 0.7 0.6

From the below figure we can observe that all areas of the circles are located on the right side
of the plane. But having positive eigenvalues is not sufficient for A being positive definite.
Since it is not symmetric, it will not be positive definite. Furthermore, we observe the limits
λmin = a55 − r5 = 0.4 and λmax = a11 + r1 = 10.8. Note that since the disc located at a55 is
disjoint from the others it contains exactly one of the eigenvalues.
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Solution of Problem 3
(Weights on A Leverage)
A beam has niches with distances d1 ≥ · · · ≥ dn from the pivot. There are n weights of weight
w1, . . . , wn.

• The torque is calculated using the following equation:

τ =
n∑

i=1
wf(i)di,

where f : {1, . . . , n} → {1, . . . , n} is a bijective function. The weight wf(i) is placed in
the niche i. Considered the ordered version of weights given by w[1] ≥ w[2] ≥ w[n]. We
have the following inequality:

n∑
i=1

wf(i)di ≤
n∑

i=1
w[i]di.

We prove this using Abel’s partial summation formula:
n∑

i=1
aibi =

n−1∑
i=1

(ai − ai+1)Bi + anBn

where Bi = ∑i
j=1 bi. For example see:

a1b1 + a2b2 + a3b3 = (a1 − a2)b1 + (a2 − a3)(b1 + b2) + a3(b1 + b2 + b3).

Applying this summation to ∑n
i=1 wf(i)di, we have:

n∑
i=1

wf(i)di =
n−1∑
i=1

Wf(i)(di − di+1) +Wf(n)dn,

with Wf(i) = ∑i
j=1 wf(j). On the other hand we have:

n∑
i=1

w[i]di =
n−1∑
i=1

W[i](di − di+1) +W[n]dn,

with W[i] = ∑i
j=1 w[j].

Consider Wf(i) and W[i]. Since W[i] is the sum of i largest weights, we have:

Wf(i) ≤ W[i],

and since di − di+1 ≥ 0, we have:

(di − di+1)Wf(i) ≤ (di − di+1)W[i].

This implies that:
n−1∑
i=1

Wf(i)(di − di+1) +Wf(n)dn ≤
n−1∑
i=1

W[i](di − di+1) +W[n]dn.

Hence,
n∑

i=1
wf(i)di ≤

n∑
i=1

w[i]di.

Therefore the torque is maximized by putting the weights in an order on niches such
that the largest one is on d1 and decreasing afterward.



• For any given assignment of weights to niches, if the order follows the suggestion
above, there is no room for improvement. Otherwise assume that for an assignment
wf(k) < wf(j) for k < j and assume dj’s are different. Replacing these two weights will
increase the torque. To see this, denote the new assignment by f ∗(·) and see that:

n∑
i=1

wf∗(i)di−
n∑

i=1
wf(i)di = dj(wf(k)−wf(j))+dk(wf(j)−wf(k)) = (wf(j)−wf(k))(dk−dj) > 0

where the last inequality follows from the assumption wf(k) < wf(j) and dk > dj for
k < j.


