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Solution of Problem 1

a)

b)

Note that:
% — x;|* = %) x; + %] x; — 2x] %] .
It is easy to check that:
Consider X = $[x{x1,...,x2x,|". We have:
X1 X1 XX,
1.7 1.7
1,87 = |27 o
IXIX1 ... 3XEX,
This means that (1,%");; = $x] x; and moreover (X1]);; = ix/x;
Therefore: ]
2 5 51T
(-5P¥X) = (XX)y; = (1), = (%17
)

The element-wise identity implies the desired identity.

Since —%EnA@)En is non-negative definite and has the rank rk(—%EnA(Q)En) <k, it
can be written as:

1 k
—§EnA(2)En = Z )\iViVZT7
=1

where \; > - -+ > )\ are top k eigenvalues of the matrix —%EnA(Z)En with corresponding
orthonormal eigenvectors vy, ..., v,. This can be obtained from spectral decomposition
of —%EnA@)En. Using this representation, the matrix X can be constructed as X =

[VA1VL, ..o, VARVe]. Tt can be seen that:
k 1
XXT =N Nvivl = —§EnA(2)En.
i=1

Moreover the image of —%EnA@)En is a subset of the image of E,,. Therefore for all
non-zero \;, the corresponding eigenvector v; belongs to the image of E,, and since it is
an orthogonal projection:

Ean‘ = V;.

If \; = 0, then trivially E,v/A\;v; = v/\;v; = 0. This means that:
E, X=X = X'E, = X"



c)

The direction where A = 0 is trivial. Let us assume E,,AE,, = 0. This means that the
matrix A takes each vector in the image of E,, to the kernel of E,,. Note that the kernel
of E,, is spanned by 1,,, so for each v such that v'1, = 0, we have:

Ja € R; Av = al,,.

Pich v = e; —e;. The equation above implies that (Av); = (Av);. But (Av); = a; — ax;.
Therefore:
Qg5 — CLij = aji — ajj.

But ap, = 0 for all 1 <k <n and A is symmetric. Therefore a;; = 0 for all 7, j which
means that A = 0.

Solution of Problem 2

a)

b)

First of all, note that:

X =—-X1,,
n
Moreover: .
S, = X —x17)(X —x1H)7T,
(X )X - X
Therefore:
1 1 T 1 TNT 1 T~T
S, = (X - —-X1,1,))(X - —-X1,1,)" = XE,E; X*.
n—1 n n n—1

Using E,E,, = E,, we have S, is equal to —=XE,X”.

The result of PCA is Q(x; —X). This is indeed equal to Q(x; — £X1,,). Constructing
the matrix X as suggested, the projected points can be written as:
1
Q(X — ~X1,17) = QXE,.
n

Let the singular value decomposition of XE,, be:
XE, = U, ,AV,yp" .
It is known that:

1
n—1

S, = UAUT,

and top k eigenvectors of S,, are given therefore by picking first & columns of U, denoted
by Ug. In any case, we have:

T T
u;X; ... UjX,
T . . ) s .
UkX': : .. : —[Xl’...,xn]7
T T

where X; is the projected point into the k£ dimensional subspace. From the previous
point, the projected points are given by Ul XE,,.



See that:
U;XE, = UJUAVT.

But : . .
U ... uj,

UjU=| : to =Tk Opsxpi].
ulu; ... ulu,

Using the fact that AZ = \;, we have:

UZUA = [Ik kap_k]A = [diag(\/)\j, \/XQ, ey \/Xk)kxk OkXp—k]
Now write V = [vy...v,] where v; € R". We have:
Vv
U UAVT = [diag(\/)\i, \/X27 cees \/Xk)kxk Okprk]VT = :
AV )\kvz
d) MDS starts by finding —1E,D®E, which is E,X”XE, for Euclidean distance matrix.

The spectral decomposition of E, X”XE,, is then found by Vdiag()\l, e ,/\n)VT where
V = [V ...¥,] is the eigenvector matrix. Using SVD of XE,, above we get:

E,X"XE, = VA*VT.

Therefore if V = [vy...v,], then for i =1,...,p we have:
vV, = V;.
The solution to MDS is then X** = [\/A;vy, ...,V evi] € R™**. This means that:
U/ UAVT = X*.

It shows that applying MDS on the distance matrix D(X) provides the same result as
PCA.

Remark: There is another way of showing this equivalence. Note that S,, = ﬁXEnXT
and let UAUT be its spectral decomposition. Suppose that (A, u) is eigenvalue-eigenvector of

XE, X" = (XE,)(XE,)". Then:
(XE,)"(XE,)(XE,)"u = A\(XE,) u.

This means that (XE,)Tu = E,XTu is an eigenvector of (XE,)'(XE,) = E,X?XE, and A
is its eigenvalue. So top k eigenvalues of XE, X" remains the same for E,, X7 XE,,. Therefore
E,X"u,,... E,XTu, are top k eigenvectors of E,X?XE,. They are orthogonal but they do
not have unit norm:

u!’ (XE,)(XE,)"u =u’\u =\

Therefore a normalization by % is needed. So top k eigenvectors of E,X?XE, is given by

\/%EnXTul, el ﬁEnXTuk. Therefore X3 pg is given by:
NovA VA (g E X )" XE,u”
X\ips = : = : = : = Ui XE,.

vV /\kVZ vV )\;JﬁEnXTuk)T XEnug

But we have seen above that UL XE,, is X;-, and therefore the desired result follows.



Solution of Problem 3

Consider four samples in R? given as follows:

e

MDS steps are as follows:
a) Find E,X?XE, where X = [x;...X,].
In this step, X is obtained as:

2 -1 2 -1
-3 -2 2 4

1 3 -4 —3]

We have:
15.875 11.625 —9.125 —18.375

11.625  21.375 —18.375 —14.625
—9.125 —18.375 15.875  11.625
—18.375 —14.625 11.625  21.375

E,X'XE, =

b) Find spectral decomposition of E,X?XE, = Vdiag(\y,...,\,)VZ.
For this example eigenvalues and eigenvectors are given by:

61
13.5
0
0

diag( M, ..., \n) =

—0.45267873 0.5 —0.65666815 0.25502096
vV — —0.54321448 —0.5 —0.31320188 —0.63102251
~ | 0.45267873 0.5 —0.28197767 —0.71157191

0.54321448 —0.5 —0.62544394 0.17447155

c) X*is given by [V A1vi, ..., vV Avi]t.

—3.53553391  1.83711731
—4.24264069 —1.83711731
3.53553391  1.83711731
4.24264069 —1.83711731

X*T _

Checking with PCA process, similar output is found.



